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1 Introduction

This document summarizes our method used
to participate in the Robotic Vision Scene Un-
derstanding Challenge at the Embodied Al
Workshop of CVPR 2022 [1]. The team name
used on the EvalAl submission page is "Bosch
Corporate Research Semantic SLAM".

2 Summary of our Method

Our method utilizes a panoptic / semnatic seg-
mentation frontend together with a custom
foreground-background segmentation to cre-
ate panoptic point clouds per frame. These
point clouds are then voxeled in a hierarchical
manner, and a label voting for voxel centers
is performed, resulting in a global panoptic
point cloud. Bounding boxes are extracted
from this global panoptic point cloud by ei-
ther top-down projection or clustering. Finally
afiltering step is performed to obtain the final
detections.

For the frontend, we use two off-the-shelf pre-

trained panoptic / semantic segmentation
networks (Detectron2 Panoptic FPN R101 [2]
trained on COCO and MMSegmentation UPer-
Net Swin-B [3] trained on ADE20K) which we
apply onto the input images received from the
robot. We fuse the output of these networks
to make object detections more robust.

Next we create a panoptic point cloud from
the panoptic segmentation and the depth-
channel of the RGB-D image. To eliminate in-
correct associations of panoptic masks with
3D points in the point cloud (e.g. due to
inaccurate masks, or due to holey objects
like wireframe chairs, plants), we perform
basic foreground-background segmentation
based on region growing per instance seg-
ment on the depth-channel. We then assign
the segment-class to the foreground points of
each segment. This leaves us with a panoptic
point cloud for the current frame, with some
false projections already eliminated.

Next we perform a hierarchical voxel-based
class voting. To reduce computation time,
we operate on a keyframe basis. Keyframes
are determined based on rotational and posi-
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tional distance to the last keyframe. We col-
lect all the per-frame panoptic point clouds
since the last keyframe and combine them
to a joint panoptic point cloud. This point
cloud is then voxelized, and the class of the
voxel center for each voxel is determined from
all the original points falling into this voxel.
In particular we perform a weighted major-
ity vote per voxel using the confidences of
the classes from the original segmentation.
We retain a confidence distribution of the
top classes per voxel for a later global voting.
From this step we obtain a voxelized panoptic
point cloud for each keyframe.

We then combine all these per-keyframe
panoptic point clouds and perform the same
voxelization and voting strategy on a global
scale. The result is a global voxelized panop-
tic point cloud of the scene. Objects are fi-
nally detected on the basis of this point cloud.
For large objects (couches, chairs, refrigera-
tors, etc.), we do a top-down projection of
points for each class, and then extract con-
nected components to create bounding boxes
for the individual objects. We keep track of ex-
tents in Z and overall class distribution during
this.

For smaller objects (books, bowls, etc.) we
perform per-class Euclidean clustering and
determine bounding box extents directly from
the individual clusters of points.

Finally, we perform some basic size- and
confidence-based filtering and other small ad-
justments.

3 Closing Remarks

We would like to thank the authors for orga-
nizing the challenge, for providing the easy to
use simulation environment and for respond-
ing quickly to issues that arose along the way.
We look forward to participating in future it-
erations of this challenge.
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Bosch Research

Bosch Research is a worldwide corporate
division of Bosch, dedicating itself to "Re-
search that really matters". This means that
research leads to technologies that impact life
with real solutions. Research is conducted
in the fields of Artificial Intelligence, loT, Au-
tonomous Systems and many more. You can
find more information on Bosch Research on
bosch.com/research.

Contribution

This submission was created by a joint
team from the Bosch research locations in
Hildesheim and Renningen, Germany. It is
part of a larger SLAM-pipeline for predevel-
opment projects for various robots, ranging
from small household robots over industrial
robots to autonomous driving applications.

The current members of the Semantic SLAM
Team are: Narunas Vaskevicius, Christian
Jutte, Reza Sabzevari, Timm Linder, Peter
Biber and Stefan Benz. Other colleagues have
also contributed to the surrounding system
in the past.
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