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Abstract

Vision is an integral part of many robotic systems, and es-
pecially so when a robot must interact with its environment.
In such cases, decisions made based on erroneous visual
detections can have disastrous consequences. Hence, being
able to accurately measure the uncertainty associated with
visual information is highly important for making informed
decisions. However; this uncertainty is often not captured
by classic computer vision systems or metrics. In this paper
we address the task of instance segmentation in a robotics
context, where we are concerned with uncertainty associated
with not only the class of an object (semantic uncertainty)
but also its location (spatial uncertainty). We apply dropout
sampling to the state-of-the-art instance segmentation net-
work Mask-RCNN to provide estimates of both semantic
uncertainty and spatial uncertainty. We show that a met-
ric which combines both uncertainty measures provides an
estimate of uncertainty which improves over either one indi-
vidually. Additionally, we apply our technique to the ACRV
Probabilistic Object Detection dataset where it achieves a
score of 14.65.

1. Introduction

When interacting with objects in their environments,
robots tend to rely heavily on vision systems. While the
specific format may be task dependent — e.g. semantic seg-
mentation for robotic bin picking [15,[19]], object detection
for self-driving cars [10] or affordance prediction for grasp-
ing [[18, 20] — in all cases acting on incorrect visual infor-
mation will inevitably result in a failure. Hence, in robotic
applications, providing a well calibrated measure of uncer-
tainty along with visual information is critical.

In many cases, robotic application make use of off-the-
shelf computer vision algorithms, such as RefineNet for
instance segmentation [[11} [15,[19], SSD [13}[16] or YOLO
[9; 21] for object detection or Mask-RCNN for instance
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segmentation [8]]. However, these deep neural networks do
not give well calibrated estimates of uncertainty in their
class predictions and do not estimate spatial uncertainty at
all 6} [7].

Furthermore, while large, public computer vision datasets
and their associated evaluation metrics [1} 12, [22]] have been
crucial in driving computer vision research, existing perfor-
mance metrics such as mean average precision (mAP) don’t
account for uncertainty in the predictions, relying on hard
thresholds instead. An exception to this is the newly pro-
posed probability-based detection quality (PDQ) measure
and associated ACRV Probabilistic Object Detection dataset
[7, which considers both semantic and spatial uncertainty
as part of the calculated score.

In this paper we propose a method for probabilistic infer-
ence for instance segmentation. To achieve this, we apply
dropout sampling [3}[16]] to the state-of-the-art instance seg-
mentation network Mask-RCNN [8] to provide estimates
of both semantic and spatial uncertainty. While both mea-
sures can be used independently as measures of uncertainty,
we propose a hybrid uncertainty metric which combines
both into a further-improved estimate of uncertainty on a
segment-wise basis. To demonstrate the effectiveness of our
approach, we apply our method to the ACRV Probabilistic
Object Detection dataset where it achieves a PDQ score of
14.65.

2. Related Work

2.1. Uncertainty Estimation using Dropout Sam-
pling

Classically, many machine learning models lend them-
selves to fairly simple methods for uncertainty estimation
[23]. However, this is not necessarily true for deep CNNss,
due to their lack of ability to accurately predict their uncer-
tainty [2 13116, 25]. In particular, deep neural networks which
tend to be overconfident in their predictions, meaning that
the class score may not be a good proxy for model uncer-
tainty. This phenomenon is also demonstrated in the top row
of Fig.[I} For individual detections, the network is always
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Figure 1. Detections from multiple forward passes of Mask-RCNN are combined based on their spatial affinity (IoU), resulting in a single
observation which is the mean of all detections. Top: The segment is inconsistently classified as dog or cat, resulting in high semantic
uncertainty, but the segment mask is consistent between detections resulting in low spatial uncertainty. Middle: The segment is always
correctly classified correctly with high confidence, resulting in low semantic uncertainty, however, the inconsistent segmentation mask
results in high spatial uncertainty. Such a case would not be captured by an uncertainty metric that relies on only semantic uncertainty.

Bottom: The segment has both high semantic uncertainty and high spatial uncertainty.

certain that the class is either one of dog or cat, however the
uncertainty in the detection is only captured after averaging
the scores from multiple forward passes.

Bayesian Neural Networks [14] provide one method to
predict output uncertainty, however come with prohibitively
high computational overhead [3,[16]]. Gal and Ghahramani
[3] propose to use dropout in the final layers of their deep
learning model at test time over multiple forward passes to
approximate Bayesian inference over the parameters of the
neural network, showing that this more effectively captures
uncertainty about a given input within the model. Using
this Dropout Sampling technique, Gal et al. [4] were able
to perform Active Learning for image classification using
deep convolution neural networks (CNNs). This approach
has also been applied to the tasks of melanoma detection [3]]
and object detection using LiDAR data [2].

2.2. Dropout Sampling for Object Detection

While the above method is only applicable to classifi-
cation tasks using deep neural networks, Miller et al. [16]
extend the idea of Dropout Sampling to the SSD object de-
tection network — a more challenging task since each
forward pass results in multiple object detections which must

then be matched and combined. By clustering the object de-
tections from multiple forward passes based on spatial and
semantic similarity, they showed that object detection per-
formance could be improved in both closed- and open-set
conditions by rejecting detections based on both spatial and
semantic uncertainty between sets of grouped detections.
Using the same techniques, Miller et al. evaluate differ-
ent strategies for merging detections when using Dropout
Sampling in an object detection scenario. In this work we
adapt the method of [16] for an instance segmentation task,
where objects are detected using a pixelwise mask rather
than just a bounding box.

3. Method

In order to perform probabilistic instance segmentation,
we adapt the state-of-the-art instance segmentation network
Mask-RCNN [8]] to use Dropout Sampling at inference time,
similar to [3] [16]. Note, however, that our methodology
is general and can easily be applied to any instance seg-
mentation network. By combining segments from multiple
forward passes, similar to [16}[17], we are able to provide un-
certainty estimates that incorporate both semantic and spatial
uncertainty.



3.1. Dropout Sampling for Instance Segmentation

To capture both semantic and spatial uncertainty using
Mask-RCNN, we adapt prior work on sampling-based un-
certainty techniques for object detection [16]] to the task of
instance segmentation using Mask-RCNN. To achieve this,
we apply dropout to the fully-connected layers of Mask-
RCNN, which are responsible for providing class scores and
bounding box locations for each detection in the image. The
locations of masks are then dependent on the set of highest-
scoring bounding boxes, so are also similarly effected by
this procedure.

Following the notation of [16l [17], each forward pass
of Mask-RCNN on an image provides a set of instance
detections S = {Di,...,D;}. In our case, each detec-
tion D; = {s,b,m}, comprises a distribution of softmax
scores for each class s = (sq,...,$m,), a bounding box
b = (x1,y1,%2,y2) and a pixel-wise mask m. By per-
forming N forward passes of the network (N = 16 in our
experiments), we obtain a set of samples S = {51, ..., S, },
each of which contains a set of detections as described above.
This process is illustrated in Fig.

The detections from all forward passes are grouped into
a set of individual observations @ = {Oy, ..., O, } based on
their spatial affinity. Ideally, each observation should repre-
sent a single object within the image. To achieve this, we use
the Basic Sequential Algorithmic Scheme (BSAS) [I17, 24],
whereby detections are clustered together into observations
in a sequential fashion if their mask intersection-over-union
(IoU) is greater than some threshold 6. Specifically, if the
IoU between a detection and every detection in an existing
observation is greater than 6, the detection is added to that
observation. If the detection matches no existing observa-
tions, a new observation is created. An individual observa-
tion O = (s, b, m) is parameterised by the mean softmax
scores, bounding box and mask across all detections within
the observation.

A distinct advantage of using pixelwise segments rather
than bounding boxes as in [16] to combine detections is that
two significantly overlapping segments are much less likely
to represent the same object than two overlapping bounding
boxes, especially in the case of many tightly grouped or
irregularly shaped objects. As such, we empirically find
that a lower IoU threshold of, e.g. § = 0.5 (compared to
6 = 0.95 [[16]), can be used without incorrectly combining
objects or incorrectly rejecting matching segments.

4. Results
4.1. Uncertainty Estimation

Similar to [4, [16], we can easily compute a semantic
certainty from the average softmax scores s of an observation
O,ie.:

Usem (O) = max(s) (1)

This corresponds to examples where the class label is
uncertain, such as shown in the top row of Fig.[T]

However, this metric does not capture spatial uncertainty
of an observation, for example as in the middle row of Fig.[I]
where an instance may be classified with high confidence
but the precise location of the segment is uncertain. To
overcome this, we introduce a spatial uncertainty measure
for each observation by calculating the mean IoU between
the observation mask m and the mask m of every one of n
detections within the observation O:

1 O]
uspi(0) = @ ZIOU(m,-, m) 2)
i=1

Additionally, a third measure of uncertainty that we can
consider is the fraction of the forward passes in which an
Observation appears, i.e. (where N is the total number of
forward passes):

3

In the top row of Fig. [2] compare each of these three
metrics against their ability to predict a successful instance
segmentation result (i.e. a true positive detection) against
the ACRV Probabilistic Detection validation set. What we
observe is that no one metric captures uncertainty in a well
calibrated way on this dataset as they consider only one
metric individually. To effectively capture both semantic
uncertainty and spatial uncertainty about an observation,
we propose a hybrid uncertainty metric which combines
uncertainty metrics.

In the bottom row of Fig. [2| we plot the calibration for
three hybrid metrics which combine those above. Firstly, we
weight the semantic uncertainty by the fraction of forward
passes in which the observation appears:

Usem_w(0) = Usem (0) - un (0), @
secondly we compute a weighted mean IoU in the same way:
spi_w(0) = uspi(O) - un(0), (5)

and finally a hybrid metric which combines all three:
Up(0) = Usem (0) - Uspi(O) - up, (O) (6)

We observe a much improved calibration of predictive
uncertainty with the combined metric u;, which incorporates
both semantic and spatial uncertainty. Potentially, the cali-
bration could be improved further with more forward passes
of the network, however this comes with a large computa-
tional overhead.
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Figure 2. Calibration of various metrics for uncertainty, evaluated against the ACRV Probabilistic Detection validation set. Individual
observations are grouped based on their metrics, and compared to the probability of the observation representing a true positive. Top:
semantic uncertainty (usem), length of observation (u,) and spatial uncertainty (usp;). Bottom: The three hybrid uncertainty metrics
Uspl_w, Usem_w and up. R indicates the Pearson correlation (and hence linearity) of the binned score, indicating the quality of uncertainty

calibration.
Fraction of Detections
0=0.25 0.25 0.5 0.75 0.9
0.1 7.8 10.6 11.9 13.3
g 0.3 94 11.9 13.6 14
& 05 123 144 151 146
0.8 14.4 145 14.2 13.9
Fraction of Detections
6=105 0.25 0.5 0.75 0.9
0.1 7.7 10.3 12.4 13.8
g 0.3 9.2 12.1 13.8 14.3
& 05 122 145 152 15
08 143 145 14.4 141
Fraction of Detections
0=075 0.25 0.5 0.75 0.9
0.1 7.5 11.3 13.2 13.4
g 0.3 9.1 12.8 14.0 13.5
& 05 120 147 143 133
0.8 13.9 14 13.2 12.1

Figure 3. PDQ score for different thresholds of score (tsem) and
fraction of detections (u,) on the ACRV Probabilistic Object De-
tection validation set.

4.2. Probabilistic Object Detection

To evaluate our method, we apply it to the ACRV Proba-
bilistic Object Detection dataset, a simulated dataset which
utilises a subset of classes from the COCO dataset. This
dataset uses the pairwise Probability-based Detection Qual-
ity (pPDQ) metric [[7] for scoring, which explicitly takes into

account spatial and semantic probabilities to compute scores.
For our entry we use a Mask-RCNN network which has been
trained on COCO data only.

Because the dataset evaluation is based on object detec-
tion rather than segmentation, we generate bounding boxes
that tightly enclose the masks of each detection. We find
that this method provides more accurate localisation than
the raw Mask-RCNN bounding box predictions (average
spatial quality of 0.48 versus 0.37 for the same detections
on the ACRV Probabilistic Object Detection dataset). To
generate the required probabilistic bounding box representa-
tion, we compute the mean bounding box and bounding box
covariance for each observation.

Unfortunately, the final score, the PDQ, is still weighted
by the number of false positive detections. As a result, in-
cluding all all uncertain detections, even if well calibrated,
will result in a low PDQ score. Hence, we apply two meth-
ods to find a threshold for including individual observations
that maximises the trade-off between true positives (which
generate a pPDQ > 0) and false positives.

First, using the validation dataset, we perform a simple
grid search across individual uncertainty metrics, as shown
in Fig. 3] The highest performing combination (§ = 0.5,
Usem (0) > 0.5, u, (O) > 0.75) achieves a score of 15.2 on
the validation set and 13.4 on the full dataset. Below these
thresholds the number of false positives increases signifi-
cantly, and at higher thresholds the number of true positives
is significantly decreased, both of which result in lower over-



all scores. Interestingly, any further thresholding based on
Usem (O) decreases the overall score.

Secondly, we perform a similar threshold search on the
hybrid uncertainty metric u;. We find that a threshold of
up(0O) > 0.4 gives the best score of 16.2 on the validation
set (Fig. ) and 14.65 on the full dataset. The hybrid metric,
which includes both semantic and spatial uncertainty gives
us a more accurate way to discern between potential true
positives and likely false negatives, resulting in a higher
overall PDQ score.
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Figure 4. PDQ score for different thresholds on the hybrid detec-
tion uncertainty (up) on the ACRV Probabilistic Object Detection
validation set.

5. Conclusion

We’ve presented an approach to probabilistic instance
segmentation by applying dropout sampling to Mask-RCNN.
Our approach is able to give well calibrated hybrid estimate
of semantic and spatial certainty, outperforming individual
measures based on either one, achieving a PDQ score of
14.65 on the ACRV Probabilistic Object Detection dataset.
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