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relatively low effective resolution of the videos is not the 
type of data FAB-MAP was primarily designed to deal with. 
We include comparison for the purposes of rigor and to 
demonstrate the challenges a state of the art feature-based 
visual mapping technique faces when environments change. 

G. Parameters 
Table I provides the values of the critical parameters used 

in these experiments. Most of the parameters were common 
to the two dataset environments and have been used 
successfully in a number of other environments as well. 

TABLE I 
PARAMETER LIST 

Parameter Value Description 

Rx, Ry 64, 32 Reduced image size, Alderley dataset 

Rx, Ry 
32, 24 Reduced image size, Nurburgring 

dataset 
flag 30 frames Stationary detector frame interval 

Rwindow 10 templates Local template neighborhood range 
Rrecent 20 templates Recent template range 

ds 320 frames Trajectory length in number of frames 

Vav 
0.5 templates / 

frame Average templates learned per frame 

Vmin 0.6Vav Minimum trajectory speed
Vmax 1.48Vav Maximum trajectory speed 
Vstep 0.04Vav Trajectory speed step-size 

P 8 pixels Patch normalization patch side length 
µ Varied Trajectory uniqueness parameter 

 

 
Fig. 7: Video gathering and pre-processing for the Nurburgring dataset 
for the (a) Evo and (b) Vectra video, and for the (c-d) Alderley dataset. 
Note the distortion in the Nurburgring video (a). (e) Patch 
normalization over a fixed patch grid of the down sampled images 
produces a contrast enhanced image. (f) The lack of information in 
parts of the Alderley dataset is revealed by a histogram equalized 
frame (e). 

V. RESULTS 
In this section we present results showing sample 

trajectory matches, precision-recall curves, and ground truth 
classification plots. The accompanying video shows 
SeqSLAM operating on both datasets presented here. The 
current implementation has no optimization built in, so 
compute scales linearly with the length of the dataset. For all 

experiments, computation was performed at real-time speed 
or faster on a standard Intel Core i5 PC. 

A. Sample Image Sequence Matches 
To visualize matched trajectories, we extracted the 

matched frames at five points equally distributed along the 
ds frames of a matched trajectory. For human interpretation 
purposes, we show the original images, rather than the 
resolution reduced patch normalized images that SeqSLAM 
actually used. The attached video shows the full range of 
matched trajectories for both environments. Fig. 8 shows 
corresponding frames from matched trajectories in the 
Nurburgring dataset. The sequence was matched despite 
different weather and seasons, as shown by the color 
differences and loss of leaves on the trees. Furthermore, 
there is some invariance to differences in the racing line 
taken, as shown by the top pair of images. 

 
Fig. 8: Corresponding frames from a matched sequence in the 
Nurburgring dataset. 

Fig. 9 shows the corresponding frames from a matching 
sequence in the day and night Alderley datasets. As can be 
seen from the frames, there are virtually no features that are 
recognizable both during the day and at night. The only 
possible ways to match individual frames for a human is to 
use semantic information (for example the “yellow” street 
sign in the last row). 

 
Fig. 9: Corresponding frames from an Alderley sequence match. 
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Are We There Yet?
Challenging SeqSLAM on a 3000 km Journey Across All Four Seasons

Niko Sünderhauf, Peer Neubert, and Peter Protzel

Abstract— When operating over extended periods of time,
an autonomous system will inevitably be faced with severe
changes in the appearance of its environment. Coping with
such changes is more and more in the focus of current robotics
research. In this paper, we foster the development of robust
place recognition algorithms in changing environments by
describing a new dataset that was recorded during a 728 km
long journey in spring, summer, fall, and winter. Approximately
40 hours of full-HD video cover extreme seasonal changes
over almost 3000 km in both natural and man-made environ-
ments. Furthermore, accurate ground truth information are
provided. To our knowledge, this is by far the largest SLAM
dataset available at the moment. In addition, we introduce an
open source Matlab implementation of the recently published
SeqSLAM algorithm and make it available to the community.
We benchmark SeqSLAM using the novel dataset and analyse
the influence of important parameters and algorithmic steps.

I. INTRODUCTION

Long term navigation in changing environments is one
of the major challenges in robotics today. Robots operating
autonomously over the course of days, weeks, and months
have to cope with significant changes in the appearance of
an environment. A single place can look extremely different
depending on the current season, weather conditions or the
time of day. Since state of the art algorithms for autonomous
navigation are often based on vision and rely on the system’s
capability to recognize known places, such changes in the
appearance pose a severe challenge for any robotic system
aiming at autonomous long term operation.

While established state of the art approaches to place
recognition like FAB-MAP [1] match single images, recent
work of Milford and Wyeth [2] proposes to match sequences

of images. Their approach, coined SeqSLAM, achieved quite
remarkable results when recognizing places even if the
environment underwent severe appearance changes, like tran-
sitioning from a sunny day to a rainy night.

Datasets that provide footage of changing environments in
conjunction with high quality ground truth are currently rare,
but absolutely crucial for the development and comparison
of future place recognition algorithms. In the following, we
therefore introduce a novel dataset and use it to analyse our
open source implementation of SeqSLAM.

II. THE NORDLAND DATASET

The TV documentary “Nordlandsbanen – Minutt for Min-
utt” by the Norwegian Broadcasting Corporation NRK pro-

The authors are with the Department of Electrical Engineering and
Information Technology, Chemnitz University of Technology, 09111 Chem-
nitz, Germany. Contact: niko@etit.tu-chemnitz.de Website:
http://www.tu-chemnitz.de/etit/proaut

Fig. 1. The Nordland dataset consists of the video footage recorded on a
728 km long train ride in northern Norway. The journey was recorded four
times, once in every season. Frame-accurate ground truth information makes
this a perfect dataset to test place recognition algorithms under severe envi-
ronmental changes. The four images above show the same place in winter,
spring, summer and fall. Images licensed under Creative Commons (CC
BY), Source: NRKbeta.no http://nrkbeta.no/2013/01/15/nordlandsbanen-
minute-by-minute-season-by-season/

vides video footage of the 728 km long train ride between the
cities of Trondheim and Bodø in north Norway. The complete
10 hour journey has been recorded from the perspective
of the train driver four times, once in every season. Thus
the dataset can be considered comprising a single 728 km
long loop that is traversed four times. As illustrated in Fig.
1, there is an immense variation of the appearance of the
landscape, reaching from a complete snow-cover in winter
over fresh and green vegetation in spring and summer to
colored foliage in autumn. In addition to the seasonal change,
different local weather conditions like sunshine, overcast
skies, rain and snowfall are experienced on the long trip.
Most of the journey leads through natural scenery, but the
train also passes through urban areas along the way and
occasionally stops at train stations or signals.

The videos have been recorded at 25 fps with a resolution
of 1920 ⇥ 1080 using a SonyXDcam with a Canon image
stabilizing lens of type HJ15ex8.5B KRSE-V. GPS readings
were recorded in conjunction with the video at 1 Hz.
Both the videos and the GPS track are publicly available
online1 under a Creative Commons licence (CC BY). The
full-HD recordings have been time-synchronized such that
the position of the train in an arbitrary frame from one
video corresponds to the same frame in any of the other
three videos. This was achieved by using the recorded GPS

1
http://nrkbeta.no/2013/01/15/

nordlandsbanen-minute-by-minute-season-by-season/
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relatively low effective resolution of the videos is not the 
type of data FAB-MAP was primarily designed to deal with. 
We include comparison for the purposes of rigor and to 
demonstrate the challenges a state of the art feature-based 
visual mapping technique faces when environments change. 

G. Parameters 
Table I provides the values of the critical parameters used 

in these experiments. Most of the parameters were common 
to the two dataset environments and have been used 
successfully in a number of other environments as well. 

TABLE I 
PARAMETER LIST 

Parameter Value Description 

Rx, Ry 64, 32 Reduced image size, Alderley dataset 

Rx, Ry 
32, 24 Reduced image size, Nurburgring 

dataset 
flag 30 frames Stationary detector frame interval 

Rwindow 10 templates Local template neighborhood range 
Rrecent 20 templates Recent template range 

ds 320 frames Trajectory length in number of frames 

Vav 
0.5 templates / 

frame Average templates learned per frame 

Vmin 0.6Vav Minimum trajectory speed
Vmax 1.48Vav Maximum trajectory speed 
Vstep 0.04Vav Trajectory speed step-size 

P 8 pixels Patch normalization patch side length 
µ Varied Trajectory uniqueness parameter 

 

 
Fig. 7: Video gathering and pre-processing for the Nurburgring dataset 
for the (a) Evo and (b) Vectra video, and for the (c-d) Alderley dataset. 
Note the distortion in the Nurburgring video (a). (e) Patch 
normalization over a fixed patch grid of the down sampled images 
produces a contrast enhanced image. (f) The lack of information in 
parts of the Alderley dataset is revealed by a histogram equalized 
frame (e). 

V. RESULTS 
In this section we present results showing sample 

trajectory matches, precision-recall curves, and ground truth 
classification plots. The accompanying video shows 
SeqSLAM operating on both datasets presented here. The 
current implementation has no optimization built in, so 
compute scales linearly with the length of the dataset. For all 

experiments, computation was performed at real-time speed 
or faster on a standard Intel Core i5 PC. 

A. Sample Image Sequence Matches 
To visualize matched trajectories, we extracted the 

matched frames at five points equally distributed along the 
ds frames of a matched trajectory. For human interpretation 
purposes, we show the original images, rather than the 
resolution reduced patch normalized images that SeqSLAM 
actually used. The attached video shows the full range of 
matched trajectories for both environments. Fig. 8 shows 
corresponding frames from matched trajectories in the 
Nurburgring dataset. The sequence was matched despite 
different weather and seasons, as shown by the color 
differences and loss of leaves on the trees. Furthermore, 
there is some invariance to differences in the racing line 
taken, as shown by the top pair of images. 

 
Fig. 8: Corresponding frames from a matched sequence in the 
Nurburgring dataset. 

Fig. 9 shows the corresponding frames from a matching 
sequence in the day and night Alderley datasets. As can be 
seen from the frames, there are virtually no features that are 
recognizable both during the day and at night. The only 
possible ways to match individual frames for a human is to 
use semantic information (for example the “yellow” street 
sign in the last row). 

 
Fig. 9: Corresponding frames from an Alderley sequence match. 
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Seasons

Milford & Wyeth (2012)

no variation in viewpoints, one shows viewpoint changes but
only mild appearance changes, and three others feature both
types of variations.

1) The Nordland Dataset: The Nordland dataset consists
of video footage of a 10 hours long train journey recorded
from the perspective of the front cart in four different
seasons. Fig. 6 gives an impression of the severe appearance
changes between the different seasons. The Nordland dataset
is a perfect experimentation dataset since it exhibits no
viewpoint variations whatsoever and therefore allows to test
algorithms on pure condition changes. See [3] for a more
elaborate discussion of this dataset. For our experiments
we extracted image frames at a rate of 1 fps and exclude
all images that are taken inside tunnels or when the train
was stopped. We furthermore exclude images between the
timestamps 1:00h-1:30h and 2:47h-3:30h since these form a
training dataset we use in parallel work.

2) The Gardens Point Dataset: The Gardens Point dataset
has been recorded on the Gardens Point Campus of QUT in
Brisbane. It consists of three traverses of the environment,
two during the day and one during the night. The night
images have been extremely contrast enhanced and converted
to grayscale in the process. One of the day traverses was
recorded keeping on the left side of the walkways, while the
other day and the night datasets have been recorded from the
right side. This way, the dataset exhibits both appearance and
viewpoint changes.

3) The Campus Human vs. Robot Dataset: This dataset
was recorded in different areas of our campus (outdoor,
office, corridor, food court) once by a robot using the Kinect
RGB camera and once by a human with a GoPro camera.
The GoPro images were cropped to contain only the center
part of half of the size of the original images.

4) The St. Lucia Dataset: The St. Lucia dataset [31] has
been recorded from inside a car moving through a suburb
in Brisbane at 5 different times during a day, and also on
different days over a time of two weeks. It features mild
viewpoint variations due to slight changes in the exact route
taken by the car. More significant appearance changes due to
the different times of day can be observed, as well as some
changes due to dynamic objects such as traffic or cars parked
on the street.

Variations in
Dataset Environment Appearance Viewpoint

Nordland seasons train journey severe none
GP day-right–night-right campus outdoor severe none

GP day-left–night-right campus outdoor severe medium
Campus Human–Robot campus mixed medium medium
St. Lucia suburban roads medium medium

GP day-left–day-right campus outdoor minor medium

TABLE II: The datasets used in the evaluation form three
groups of varying severity of appearance and viewpoint
changes.

Fig. 2: Top: Two example images from the St. Lucia dataset
showing the same place. Bottom: Precision-recall curves
averaged over all nine trials (recorded at different times
during the day, and several days apart). Layers conv3 and
conv4 perform almost perfectly (overlapping curves in the
upper right corner).

Fig. 3: Extreme appearance changes between day and night
images. Layer conv3 still performs reasonably well.

IV. LAYER-BY-LAYER STUDIES

This section provides a thorough investigation of the
utility of different layers in the ConvNet hierarchy for place
recognition and evaluates their individual robustness against
the two main challenges in visual place recognition: severe
appearance changes and viewpoint variations.

A. Appearance Change Robustness

In a first set of experiments we analyze the robustness of
the features from different layers in the ConvNet architecture
against appearance changes. We conduct these experiments
on the following datasets:

1) the Nordland dataset, using 5 different season pairings
that involve the spring or winter season

2) the Gardens Point dataset, using all 3 subsets, spanning
day and night

3) the St. Lucia dataset, using a total of 9 traversals from
varying daytimes, over the course of several weeks

pooling

convolution

nonlinear

output

fully connected

fully connected
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On the Performance of ConvNet Features for Place Recognition

Niko Sünderhauf, Sareh Shirazi, Feras Dayoub, Ben Upcroft, and Michael Milford

Abstract— After the incredible success of deep learning in
the computer vision domain, there has been much interest in
applying Convolutional Network (ConvNet) features in robotic
fields such as visual navigation and SLAM. Unfortunately, there
are fundamental differences and challenges involved. Computer
vision datasets are very different in character to robotic camera
data, real-time performance is essential, and performance pri-
orities can be different. This paper comprehensively evaluates
and compares the utility of three state-of-the-art ConvNets on
the problems of particular relevance to navigation for robots;
viewpoint-invariance and condition-invariance, and for the first
time enables real-time place recognition performance using
ConvNets with large maps by integrating a variety of existing
(locality-sensitive hashing) and novel (semantic search space
partitioning) optimization techniques. We present extensive
experiments on four real world datasets cultivated to evaluate
each of the specific challenges in place recognition. The results
demonstrate that speed-ups of two orders of magnitude can
be achieved with minimal accuracy degradation, enabling
real-time performance. We confirm that networks trained for
semantic place categorization also perform better at (specific)
place recognition when faced with severe appearance changes
and provide a reference for which networks and layers are
optimal for different aspects of the place recognition problem.

I. INTRODUCTION

Robots that aim at autonomous long-term operations over
extended periods of time, such as days, weeks, or months, are
faced with environments that can undergo dramatic changes
in their visual appearance over time. Visual place recognition
– the ability to recognize a known place in the environment
using vision as the main sensor modality – is largely affected
by these appearance changes and is therefore an active
research field within the robotics community. The recent
literature proposes a variety of approaches to address the
challenges of this field [1]–[14].

Recent progress in the computer vision and machine
learning community has shown that the features generated
by Convolutional Neworks (ConvNets, see Fig. 1 for exam-
ples) outperform other methods in a broad variety of visual
recognition, classification and detection tasks [15]. ConvNets
have been demonstrated to be versatile and transferable,
i.e. even although they were trained on a very specific
target task, they can be successfully deployed for solving
different problems and often even outperform traditional
hand engineered features [16].

Our paper leverages these astounding properties and in-
troduces the first real-time capable ConvNet-based place
recognition system. We exploit the hierarchical nature of

The authors are with the ARC Centre of Excellence for Robotic Vi-
sion, School of Electrical Engineering and Computer Science, Queensland
University of Technology, Brisbane, Australia. http://www.roboticvision.org/
email: niko.suenderhauf@roboticvision.org

conv3

Fig. 1: Convolutional neural networks can extract features
that serve as holistic image descriptors for place recognition.
We found the features from layer conv3 to be robust against
appearance changes on a variety of datasets. The figure
shows an example scene and extracted features from different
network layers of the AlexNet network.

ConvNet features and use the semantic information encoded
in the higher layers for search space partitioning and the
mid-level features for place matching under challenging con-
ditions. Locality-sensitive hashing of these features allows us
to perform robust place recognition against 100,000 known
places with 3 Hz. We provide a thorough investigation of the
utility of the individual layers in the ConvNet hierarchy under
severe appearance and viewpoint variations and furthermore
compare three state-of-the-art networks for the task of place
recognition.

We establish the following main results:
1) features from the higher layers of the ConvNet hierarchy

encode semantic information about a place and can be
exploited to significantly reduce place recognition time
by partitioning the search space,

2) a speed-up of two orders of magnitude can be achieved
by approximating the cosine distance between features
with the Hamming distance over bitvectors obtained
by Locality Sensitive Hashing, compressing the feature
data by 99.6% but retaining 95% of place recognition
performance;

3) when comparing different ConvNets for the task of
place recognition under severe appearance changes,
networks trained for the task of semantic place catego-
rization [17] outperform the ConvNet trained for object
recognition;

4) features from the middle layers in the ConvNet hi-
erarchy exhibit robustness against appearance changes
induced by the time of day, seasons, or weather condi-
tions; and

5) features extracted from the top layers are more robust
with respect to viewpoint changes.
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have been demonstrated to be versatile and transferable,
i.e. even although they were trained on a very specific
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in the higher layers for search space partitioning and the
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ditions. Locality-sensitive hashing of these features allows us
to perform robust place recognition against 100,000 known
places with 3 Hz. We provide a thorough investigation of the
utility of the individual layers in the ConvNet hierarchy under
severe appearance and viewpoint variations and furthermore
compare three state-of-the-art networks for the task of place
recognition.

We establish the following main results:
1) features from the higher layers of the ConvNet hierarchy

encode semantic information about a place and can be
exploited to significantly reduce place recognition time
by partitioning the search space,

2) a speed-up of two orders of magnitude can be achieved
by approximating the cosine distance between features
with the Hamming distance over bitvectors obtained
by Locality Sensitive Hashing, compressing the feature
data by 99.6% but retaining 95% of place recognition
performance;

3) when comparing different ConvNets for the task of
place recognition under severe appearance changes,
networks trained for the task of semantic place catego-
rization [17] outperform the ConvNet trained for object
recognition;

4) features from the middle layers in the ConvNet hi-
erarchy exhibit robustness against appearance changes
induced by the time of day, seasons, or weather condi-
tions; and

5) features extracted from the top layers are more robust
with respect to viewpoint changes.
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using vision as the main sensor modality – is largely affected
by these appearance changes and is therefore an active
research field within the robotics community. The recent
literature proposes a variety of approaches to address the
challenges of this field [1]–[14].

Recent progress in the computer vision and machine
learning community has shown that the features generated
by Convolutional Neworks (ConvNets, see Fig. 1 for exam-
ples) outperform other methods in a broad variety of visual
recognition, classification and detection tasks [15]. ConvNets
have been demonstrated to be versatile and transferable,
i.e. even although they were trained on a very specific
target task, they can be successfully deployed for solving
different problems and often even outperform traditional
hand engineered features [16].

Our paper leverages these astounding properties and in-
troduces the first real-time capable ConvNet-based place
recognition system. We exploit the hierarchical nature of

The authors are with the ARC Centre of Excellence for Robotic Vi-
sion, School of Electrical Engineering and Computer Science, Queensland
University of Technology, Brisbane, Australia. http://www.roboticvision.org/
email: niko.suenderhauf@roboticvision.org

conv3

Fig. 1: Convolutional neural networks can extract features
that serve as holistic image descriptors for place recognition.
We found the features from layer conv3 to be robust against
appearance changes on a variety of datasets. The figure
shows an example scene and extracted features from different
network layers of the AlexNet network.

ConvNet features and use the semantic information encoded
in the higher layers for search space partitioning and the
mid-level features for place matching under challenging con-
ditions. Locality-sensitive hashing of these features allows us
to perform robust place recognition against 100,000 known
places with 3 Hz. We provide a thorough investigation of the
utility of the individual layers in the ConvNet hierarchy under
severe appearance and viewpoint variations and furthermore
compare three state-of-the-art networks for the task of place
recognition.

We establish the following main results:
1) features from the higher layers of the ConvNet hierarchy

encode semantic information about a place and can be
exploited to significantly reduce place recognition time
by partitioning the search space,

2) a speed-up of two orders of magnitude can be achieved
by approximating the cosine distance between features
with the Hamming distance over bitvectors obtained
by Locality Sensitive Hashing, compressing the feature
data by 99.6% but retaining 95% of place recognition
performance;

3) when comparing different ConvNets for the task of
place recognition under severe appearance changes,
networks trained for the task of semantic place catego-
rization [17] outperform the ConvNet trained for object
recognition;

4) features from the middle layers in the ConvNet hi-
erarchy exhibit robustness against appearance changes
induced by the time of day, seasons, or weather condi-
tions; and

5) features extracted from the top layers are more robust
with respect to viewpoint changes.

Live Memory

AlexNet

pre-trained for  Object Recognition

64,896 dimensional 
feature vectors

Cosine distance 
for similarity–

tures from the higher layers, especially fc6, only outperform
conv3 in situations with viewpoint changes but none or only
mild appearance variations.

Extracting a ConvNet feature from an image requires
approximately 31 ms on a Nvidia Quadro K4000 GPU. The
bottleneck of the place recognition system is the nearest
neighbor search that is based on the cosine distance between
64,896 dimensional feature vectors – a computationally
expensive operation. Our Numpy/Scipy implementation re-
quires 3.5 seconds to find a match among 10,000 previously
visited places. As we shall see in the next section, two
important algorithmic improvements can be introduced that
lead to a speed-up of 2 orders of magnitude.

V. REAL-TIME LARGE-SCALE PLACE RECOGNITION

In contrast to typical computer vision benchmarks where
the recognition accuracy is the most important performance
metric, robotics applications depend on agile algorithms
that can provide a solution under certain soft real-time
constraints. The nearest neighbor search is the key limiting
factor for large-scale place recognition, as its runtime is
proportional to the number of stored previously visited
places. In the following we will explore two approaches
that will decrease the required search time by two orders
of magnitude with only minimal accuracy degradation.

A. Search Space Partitioning using Semantic Categorization
We propose a novel approach to exploit the semantic

information encoded in the high-level ConvNet features to
partition the search space and constrain the nearest neighbor
search to areas of similar semantic place categories such
as office, corridor, classroom, or restaurant. This can sig-
nificantly shrink the search space in semantically versatile
environments.

To discriminate between semantic place categories we
train a nonlinear SVM classifier using the fc7 layer. The
training has to be performed only once on images from the
SUN-397 database [34]. When performing place recognition,
a separate index for each semantic class ci is maintained that
allows fast access to all stored conv3 features that were
recorded at previously visited places with the probability of
belonging to ci above a threshold ✓. The nearest neighbor
search can then be limited to places that belong to the same
semantic category as the currently observed place.

Variations in
Dataset Appearance Viewpoint Best Layer

Nordland seasons severe none conv3
GP day-right vs night-right severe none conv3

GP day-left vs night-right severe medium conv3
St. Lucia medium medium conv3
Campus medium medium conv3

GP day-left vs day-right minor medium fc6
Nordland synthetic none varied fc6

TABLE IV: The mid-level conv3 outperforms all other
layers in the presence of significant appearance changes.

Fig. 9: Partitioning the search space decreases the perfor-
mance slightly but can significantly reduce the time spent
for the nearest neighbor search (76% in this case).

We tested this approach on the Campus dataset and trained
the classifier to discriminate between 11 semantic classes.
Partitioning the search space decreased the time spent for
the nearest neighbor search by a factor of 4. Fig. 9 shows
the place recognition performance decreasing slightly when
using this technique. However, there is an adjustable trade-off
between recognition performance and runtime requirements.
Lowering the threshold (✓ = 10% was used here) allows
more candidate matches to be assessed, thus increasing
recognition performance at the expense of the runtime.

B. Locality Sensitive Hashing for Runtime Improvements

Computing the cosine distance between many 64,896 di-
mensional conv3 feature vectors is an expensive operation.
Although the search space partitioning technique introduced
above speeds this step up significantly, the distance calcu-
lation remains the bottleneck of the ConvNet-based place
recognition system.

To overcome this problem we propose to use a specialized
variant of binary locality-sensitive hashing that preserves the
cosine similarity [35]. This hashing method leverages the
property that the probability of a random hyperplane separat-
ing two vectors is directly proportional to the angle between
these vectors. [36] demonstrates how the cosine distance
between two high-dimensional vectors can be closely ap-
proximated by the Hamming distance between the respective
hashed bit vectors. The more bits the hash contains, the better
the approximation.

We implemented this method and compare the place
recognition performance achieved with the hashed conv3
feature vectors of different lengths (28 . . . 213 bits) on the
Nordland and Gardens Point datasets in Fig. 10. Using
8192 bits retains approximately 95% of the place recogni-
tion performance. Hashing the original 64,896 dimensional
vectors into 8192 bits corresponds to a data compression of
99.6%. Since the Hamming distance over bit vectors is a
computationally cheap operation, the best matching image
among 10,000 candidates can be found within 13.4 ms on
a standard desktop machine. This corresponds to a speed-up
factor of 266 compared to using the cosine distance over the
original conv3 features which required 3570 ms per 10,000
candidates. Calculating the hashes requires 180 ms using a
non-optimized Python implementation.

Fig. 4: When combining extreme appearance change with
viewpoint changes, place recognition performance begins to
deteriorate. This combination is still very challenging for
current place recognition systems.

Fig. 5: Extreme appearance changes between day and night
images. Layer conv3 still performs reasonably well in our
experiment.

4) the Campus dataset, using footage recorded by a human
and a robot at different times of the day, including dawn

Figures 2-6 show the resulting precision-recall curves for
all experiments. Table III summarizes the results further and
compares the F1 scores with other state-of-the-art methods.

The experiments consistently show that the mid-level fea-
tures from layer conv3 are more robust against appearance
changes than features from any other layer. Both the lower
layers (pool1, pool2) and the higher layers (e.g. fc6
and fc7) in the feature hierarchy lack robustness and ex-
hibit inferior place recognition performance. This intuitively
makes sense, since the features from the first convolutional
layers resemble very simple shape features [32] that are not
discriminative and generic enough to allow place recognition
under severe appearance changes. The layers higher in the
hierarchy, and especially the fully connected layers, are
more semantically meaningful but therefore lose their ability
to discriminate between individual places within the same
semantic type of scene. For example in the St. Lucia footage,
the higher layers would encode the information ’suburban
road scene’ equally for all images in the dataset. This
enables place categorization but is disadvantageous for place
recognition.

We compared our approach to SeqSLAM [1] a state-of-
the-art method for place recognition under extreme appear-
ance changes and found that single image matching using

Fig. 6: Place recognition across seasons on the Nordland
dataset. Despite the extreme appearance changes conv3
performs acceptable, given that the image matching is based
on a single frame nearest neighbor search only. Notice how
fc6 and fc7 fail completely.

features extracted by layer conv3 matches or exceeds SeqS-
LAM’s performance. Previous work [3], [33] established that
FAB-MAP [18], [19] is not capable of handling the severe
appearance changes of the Nordland and St. Lucia datasets.

B. Viewpoint Change Robustness

Viewpoint changes are a second major challenge for
visual place recognition systems. While point feature-based
methods like FABMAP are less affected, holistic methods
such as the one proposed here are prone to error in the
presence of viewpoint changes.

In order to quantify the viewpoint robustness of ConvNet
features, we perform two experiments:

1) We use the Nordland spring dataset to create synthetic
viewpoint changes by using shifted image crops.

2) We use the Gardens Point dataset (day left vs. day right)
to verify the observed effects on a real dataset.

We conduct the first experiment on the Nordland spring
dataset using images cropped to half of the width of the
original images. We simulate viewpoint changes between two
traverses by shifting the images of the second traverse to
the right. This results in overlaps between the images of the
simulated first and second traverse of between 98% and 20%.
For these experiments, the first 5000 images from the spring

F1-Scores
Dataset AlexNet Layers SeqSLAM FAB-MAP

pool1 pool2 conv3 conv4 conv5 fc6 fc7

Nordland Spring – Winter 0.54 0.63 0.75 0.70 0.50 0.09 0.06 0.80 ⇤ †
Summer – Winter 0.49 0.51 0.61 0.55 0.34 0.07 0.04 0.64 ⇤ †
Fall – Winter 0.52 0.60 0.66 0.60 0.38 0.07 0.05 0.63 ⇤ †
Spring – Summer 0.75 0.89 0.93 0.91 0.83 0.49 0.32 0.86 ⇤ †
Spring – Fall 0.78 0.90 0.93 0.92 0.84 0.53 0.35 0.88 ⇤ †

Gardens Point day left – day right 0.61 0.88 0.89 0.88 0.91 0.96 0.96 0.44 —
day right – night right 0.66 0.89 0.94 0.93 0.92 0.82 0.73 0.44 —
day left – night right 0.32 0.64 0.68 0.66 0.65 0.65 0.56 0.21 —

St. Lucia average over 9 trials — — 0.98 0.98 0.95 0.81 0.72 — ‡
worst trial — — 0.96 0.96 0.87 0.51 0.38 0.59 ‡

Campus human – robot — — 0.89 0.89 0.89 0.80 0.74 0.22 —

TABLE III: Comparison of F1-Scores between different layers and other state-of-the-art methods. †We established in [3]
that FAB-MAP fails on the Nordland dataset. The maximum measured recall was 0.025 at 0.08 precision. ‡ [33] reported
that FAB-MAP is not able to address the challenges of the St. Lucia dataset, creating too many false positive matches. ⇤For
SeqSLAM on the Nordland dataset we skipped every second frame (due to performance reasons) and used a sequence length
of 5, resulting in an effective sequence length of 10. All other trials with SeqSLAM used a sequence length of 10.

Fig. 7: Top row: Examples for the synthetic viewpoint varia-
tion experiments conducted on the Nordland train dataset. We
cropped the original images to half of their width and then
created shifted versions with varying overlap. Bottom: F1

scores for different layers and overlap values. fc6 performs
best, but all layers are invariant to small variations that
maintain ⇡ 90% overlap.

dataset (excluding tunnels, stoppages and the training dataset
mentioned before) were used. Fig. 7 illustrates the results of
the experiment with F-scores extracted from precision recall
statistics.

In a second experiment we used the Gardens Point day-left
vs. day-right dataset that exhibits a lateral camera movement
of 2-3 meters for medium viewpoint changes between two
traversals of the environment. Only minor variations in the
appearance of the scenes can be observed, mostly caused by
people walking on the campus. Fig. 8 shows the resulting
precision recall curves.

Both experiments show that features from layers higher in
the ConvNet architecture, especially fc6, are more robust
to viewpoint changes than features from lower layers. The

Fig. 8: Testing the viewpoint invariance on a realistic dataset.
Two traverses through the same environment were recorded,
one on the left and another on the right side of the walkway.
The top two images compare the difference in viewpoint
from the same place in both sequences. The plot shows that
the higher layers fc6 and fc7 perform best,

increased viewpoint robustness of the upper layers can be
accounted to the pooling layers that are part of the network
architecture and perform max-pooling after the first, second,
and fifth convolutional layer.

The synthetic experiments summarized in Fig. 7 also
show that all layers are robust to mild viewpoint changes
with more than 90% overlap between scenes. This effect is
due to the resampling (resizing) of images before they are
passed through the network and the convolution and pooling
operations that occur in the first layer.

C. Summary of Findings
Table IV summarizes our experiments. It is apparent that

place recognition based on single image matching performs
well even under severe appearance changes when using the
mid-level conv3 layer as a holistic feature extractor. Fea-
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Fig. 10: The cosine distance over the full feature vector
of 64896 floating point elements (red), can be closely ap-
proximated by the Hamming distance over bit vectors of
length 213 (blue) without losing much performance. This
corresponds to a compression of 99.6%. The bit vectors
are calculated using the cosine similarity preserving Locality
Sensitive Hashing method as proposed in [36].

Table V summarizes the required time for the main algo-
rithmic steps. We can see that the hashing enables real-time
place recognition using ConvNet features on large scale maps
of 100,000 places or more.

VI. COMPARING DIFFERENT CONVNETS FOR PLACE
RECOGNITION

All experiments described so far used the AlexNet
ConvNet architecture [26] as implemented by Caffe [29]
that was pre-trained for the task of object recognition on the
ILSVRC dataset [24]. While preparing this paper, [17] pub-
lished the Places205 and Hybrid networks. These two
networks have the same principled architecture as AlexNet
but have been trained for scene categorization (Places205)
or both tasks (Hybrid).

We compare their place recognition performance with
that of AlexNet, using the hashed conv3 features. Ta-
ble VI and Fig. 11 summarize the results. Compared to
AlexNet, Places205 and the Hybrid network perform
slightly better under severe appearance changes. This could
be explained by the fact that AlexNet is trained for object

original conv3 4096 bits 8192 bits

ConvNet feature 31 ms 31 ms 31 ms
hashing — 100 ms 180 ms
match 100k candidates 35,700 ms 89 ms 134 ms

frame rate 0.03 Hz 4.5 Hz 2.9 Hz

TABLE V: Runtime comparison between important algorith-
mic steps for the original features and two different hashes
on a desktop machine with a Nvidia Quadro K4000 GPU.

Fig. 11: The Places205 and the Hybrid networks
from [17] perform slightly better at place recognition than
AlexNet on the Nordland Spring vs. Winter dataset. The
hashed conv3 features were used for these experiments.

recognition while the two other networks are specialized for
recognizing scene categories, i.e. they learned to discriminate
places. However, in the presence of viewpoint changes
(Gardens Point left vs. right), the results are inconclusive
and AlexNet has a slight performance advantage.

VII. CONCLUSIONS

Our paper presented a thorough investigation on the utility
of ConvNet features for the important task of visual place
recognition in robotics. We presented a novel method to com-
bine the individual strengths of the high-level and mid-level
feature layers to partition the search space and recognize
places under severe appearance changes. We demonstrated
for the first time that large-scale robust place recognition
using ConvNet features is possible when applying a special-
ized binary hashing method. Our comprehensive study on
four real world datasets highlighted the individual strengths
of mid- and high-level features with respect to the biggest
challenges in visual place recognition – appearance and
viewpoint changes. A comparison of three state-of-the-art
ConvNets revealed slight performance advantages for the
networks trained for semantic place categorization.

In future work, we will investigate how training Con-
vNets specifically for the task of place recognition under
changing conditions can improve their performance. We will
furthermore address the remaining challenge of viewpoint
robustness.
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ILSVRC dataset [24]. While preparing this paper, [17] pub-
lished the Places205 and Hybrid networks. These two
networks have the same principled architecture as AlexNet
but have been trained for scene categorization (Places205)
or both tasks (Hybrid).

We compare their place recognition performance with
that of AlexNet, using the hashed conv3 features. Ta-
ble VI and Fig. 11 summarize the results. Compared to
AlexNet, Places205 and the Hybrid network perform
slightly better under severe appearance changes. This could
be explained by the fact that AlexNet is trained for object
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recognition while the two other networks are specialized for
recognizing scene categories, i.e. they learned to discriminate
places. However, in the presence of viewpoint changes
(Gardens Point left vs. right), the results are inconclusive
and AlexNet has a slight performance advantage.

VII. CONCLUSIONS

Our paper presented a thorough investigation on the utility
of ConvNet features for the important task of visual place
recognition in robotics. We presented a novel method to com-
bine the individual strengths of the high-level and mid-level
feature layers to partition the search space and recognize
places under severe appearance changes. We demonstrated
for the first time that large-scale robust place recognition
using ConvNet features is possible when applying a special-
ized binary hashing method. Our comprehensive study on
four real world datasets highlighted the individual strengths
of mid- and high-level features with respect to the biggest
challenges in visual place recognition – appearance and
viewpoint changes. A comparison of three state-of-the-art
ConvNets revealed slight performance advantages for the
networks trained for semantic place categorization.

In future work, we will investigate how training Con-
vNets specifically for the task of place recognition under
changing conditions can improve their performance. We will
furthermore address the remaining challenge of viewpoint
robustness.
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 7 Semantic Search Space Partitioning
tures from the higher layers, especially fc6, only outperform
conv3 in situations with viewpoint changes but none or only
mild appearance variations.

Extracting a ConvNet feature from an image requires
approximately 31 ms on a Nvidia Quadro K4000 GPU. The
bottleneck of the place recognition system is the nearest
neighbor search that is based on the cosine distance between
64,896 dimensional feature vectors – a computationally
expensive operation. Our Numpy/Scipy implementation re-
quires 3.5 seconds to find a match among 10,000 previously
visited places. As we shall see in the next section, two
important algorithmic improvements can be introduced that
lead to a speed-up of 2 orders of magnitude.

V. REAL-TIME LARGE-SCALE PLACE RECOGNITION

In contrast to typical computer vision benchmarks where
the recognition accuracy is the most important performance
metric, robotics applications depend on agile algorithms
that can provide a solution under certain soft real-time
constraints. The nearest neighbor search is the key limiting
factor for large-scale place recognition, as its runtime is
proportional to the number of stored previously visited
places. In the following we will explore two approaches
that will decrease the required search time by two orders
of magnitude with only minimal accuracy degradation.

A. Search Space Partitioning using Semantic Categorization
We propose a novel approach to exploit the semantic

information encoded in the high-level ConvNet features to
partition the search space and constrain the nearest neighbor
search to areas of similar semantic place categories such
as office, corridor, classroom, or restaurant. This can sig-
nificantly shrink the search space in semantically versatile
environments.

To discriminate between semantic place categories we
train a nonlinear SVM classifier using the fc7 layer. The
training has to be performed only once on images from the
SUN-397 database [34]. When performing place recognition,
a separate index for each semantic class ci is maintained that
allows fast access to all stored conv3 features that were
recorded at previously visited places with the probability of
belonging to ci above a threshold ✓. The nearest neighbor
search can then be limited to places that belong to the same
semantic category as the currently observed place.

Variations in
Dataset Appearance Viewpoint Best Layer

Nordland seasons severe none conv3
GP day-right vs night-right severe none conv3

GP day-left vs night-right severe medium conv3
St. Lucia medium medium conv3
Campus medium medium conv3

GP day-left vs day-right minor medium fc6
Nordland synthetic none varied fc6

TABLE IV: The mid-level conv3 outperforms all other
layers in the presence of significant appearance changes.

Fig. 9: Partitioning the search space decreases the perfor-
mance slightly but can significantly reduce the time spent
for the nearest neighbor search (76% in this case).

We tested this approach on the Campus dataset and trained
the classifier to discriminate between 11 semantic classes.
Partitioning the search space decreased the time spent for
the nearest neighbor search by a factor of 4. Fig. 9 shows
the place recognition performance decreasing slightly when
using this technique. However, there is an adjustable trade-off
between recognition performance and runtime requirements.
Lowering the threshold (✓ = 10% was used here) allows
more candidate matches to be assessed, thus increasing
recognition performance at the expense of the runtime.

B. Locality Sensitive Hashing for Runtime Improvements

Computing the cosine distance between many 64,896 di-
mensional conv3 feature vectors is an expensive operation.
Although the search space partitioning technique introduced
above speeds this step up significantly, the distance calcu-
lation remains the bottleneck of the ConvNet-based place
recognition system.

To overcome this problem we propose to use a specialized
variant of binary locality-sensitive hashing that preserves the
cosine similarity [35]. This hashing method leverages the
property that the probability of a random hyperplane separat-
ing two vectors is directly proportional to the angle between
these vectors. [36] demonstrates how the cosine distance
between two high-dimensional vectors can be closely ap-
proximated by the Hamming distance between the respective
hashed bit vectors. The more bits the hash contains, the better
the approximation.

We implemented this method and compare the place
recognition performance achieved with the hashed conv3
feature vectors of different lengths (28 . . . 213 bits) on the
Nordland and Gardens Point datasets in Fig. 10. Using
8192 bits retains approximately 95% of the place recogni-
tion performance. Hashing the original 64,896 dimensional
vectors into 8192 bits corresponds to a data compression of
99.6%. Since the Hamming distance over bit vectors is a
computationally cheap operation, the best matching image
among 10,000 candidates can be found within 13.4 ms on
a standard desktop machine. This corresponds to a speed-up
factor of 266 compared to using the cosine distance over the
original conv3 features which required 3570 ms per 10,000
candidates. Calculating the hashes requires 180 ms using a
non-optimized Python implementation.

use semantic information from higher 
layers (fc7) to reduce the search space 

small loss in performance but 76% 
speed-up during NN search
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Fig. 1: We present a novel place recognition system that adapts state-of-the-art object proposal techniques to identify potential
landmarks within an image. The proposed system utilizes convolutional network features as robust landmark descriptors to
recognize places despite severe viewpoint and condition changes, without requiring any environment-specific training. The
colored boxes in the images above show ConvNet landmarks that have been correctly matched between two significantly
different viewpoints of a scene, thus enabling place recognition under these challenging conditions.

Abstract—Place recognition has long been an incompletely
solved problem in that all approaches involve significant com-
promises. Current methods address many but never all of the
critical challenges of place recognition – viewpoint-invariance,
condition-invariance and minimizing training requirements. Here
we present an approach that adapts state-of-the-art object
proposal techniques to identify potential landmarks within an
image for place recognition. We use the astonishing power
of convolutional neural network features to identify matching
landmark proposals between images to perform place recognition
over extreme appearance and viewpoint variations. Our system
does not require any form of training, all components are generic
enough to be used off-the-shelf. We present a range of challenging
experiments in varied viewpoint and environmental conditions.
We demonstrate superior performance to current state-of-the-
art techniques. Furthermore, by building on existing and widely
used recognition frameworks, this approach provides a highly
compatible place recognition system with the potential for easy
integration of other techniques such as object detection and
semantic scene interpretation.

I. INTRODUCTION

Visual place recognition research has been dominated by
sophisticated local feature-based techniques such as SIFT and
SURF keypoints, hand-crafted global image descriptors such
as GIST and bag-of-words approaches. However, as robots
operate for longer periods of time in real-world environments,
the problem of changing environmental conditions has come
to the fore, where conventional recognition approaches fail.
To address this problem, a number of techniques have been
adopted – matching image sequences [27, 29, 33, 28], creating
shadow-invariant images [6, 43, 25, 24], learning salient
image regions [26] or learning temporal models that allow

the prediction of occurring changes [31]. Recent research has
also demonstrated how generic deep learning-based features
trained for object recognition can be successfully applied
in the domain of place recognition [41, 3]. However, all
current approaches have introduced at least one significant
performance or usability compromise, whether it be a lack
of invariance to camera viewpoint changes [27, 28], extensive
environment-specific training requirements [26], or the lack
of appearance change robustness [7]. If visual place recog-
nition is to be truly robust, it must simultaneously address
three critical challenges: 1) condition invariance; 2) viewpoint
invariance; and 3) generality (no environment-specific training
requirements).

In this paper, we present a unified approach that addresses
all three of these challenges. We use a state-of-the-art ob-
ject proposal method to discover potential landmarks in the
images. A convolutional network (ConvNet) is then used to
extract general purpose features for each of these landmark
proposals. We show that the ConvNet features are robust to
both appearance and viewpoint change; the first two critical
challenges. We also emphasize that landmark proposals require
no training and the ConvNet is pre-trained on ImageNet,
a generic image database; the third critical challenge. By
conducting experiments on a number of datasets we show that
our system is training-free in that no task-specific or even
site-specific training is required. We also highlight that only
single images are required for matching and the system does
not require image sequences. We demonstrate the generality
of our system on a number of existing datasets and introduce
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Fig. 1: We present a novel place recognition system that adapts state-of-the-art object proposal techniques to identify potential
landmarks within an image. The proposed system utilizes convolutional network features as robust landmark descriptors to
recognize places despite severe viewpoint and condition changes, without requiring any environment-specific training. The
colored boxes in the images above show ConvNet landmarks that have been correctly matched between two significantly
different viewpoints of a scene, thus enabling place recognition under these challenging conditions.

Abstract—Place recognition has long been an incompletely
solved problem in that all approaches involve significant com-
promises. Current methods address many but never all of the
critical challenges of place recognition – viewpoint-invariance,
condition-invariance and minimizing training requirements. Here
we present an approach that adapts state-of-the-art object
proposal techniques to identify potential landmarks within an
image for place recognition. We use the astonishing power
of convolutional neural network features to identify matching
landmark proposals between images to perform place recognition
over extreme appearance and viewpoint variations. Our system
does not require any form of training, all components are generic
enough to be used off-the-shelf. We present a range of challenging
experiments in varied viewpoint and environmental conditions.
We demonstrate superior performance to current state-of-the-
art techniques. Furthermore, by building on existing and widely
used recognition frameworks, this approach provides a highly
compatible place recognition system with the potential for easy
integration of other techniques such as object detection and
semantic scene interpretation.

I. INTRODUCTION

Visual place recognition research has been dominated by
sophisticated local feature-based techniques such as SIFT and
SURF keypoints, hand-crafted global image descriptors such
as GIST and bag-of-words approaches. However, as robots
operate for longer periods of time in real-world environments,
the problem of changing environmental conditions has come
to the fore, where conventional recognition approaches fail.
To address this problem, a number of techniques have been
adopted – matching image sequences [27, 29, 33, 28], creating
shadow-invariant images [6, 43, 25, 24], learning salient
image regions [26] or learning temporal models that allow

the prediction of occurring changes [31]. Recent research has
also demonstrated how generic deep learning-based features
trained for object recognition can be successfully applied
in the domain of place recognition [41, 3]. However, all
current approaches have introduced at least one significant
performance or usability compromise, whether it be a lack
of invariance to camera viewpoint changes [27, 28], extensive
environment-specific training requirements [26], or the lack
of appearance change robustness [7]. If visual place recog-
nition is to be truly robust, it must simultaneously address
three critical challenges: 1) condition invariance; 2) viewpoint
invariance; and 3) generality (no environment-specific training
requirements).

In this paper, we present a unified approach that addresses
all three of these challenges. We use a state-of-the-art ob-
ject proposal method to discover potential landmarks in the
images. A convolutional network (ConvNet) is then used to
extract general purpose features for each of these landmark
proposals. We show that the ConvNet features are robust to
both appearance and viewpoint change; the first two critical
challenges. We also emphasize that landmark proposals require
no training and the ConvNet is pre-trained on ImageNet,
a generic image database; the third critical challenge. By
conducting experiments on a number of datasets we show that
our system is training-free in that no task-specific or even
site-specific training is required. We also highlight that only
single images are required for matching and the system does
not require image sequences. We demonstrate the generality
of our system on a number of existing datasets and introduce

• use object proposal methods to extract landmarks (e.g. 
EdgeBoxes) 

• extract one ConvNet (conv3) descriptor for each landmark 
• can be done simultaneously using Fast R-CNN 
• find matchings from descriptor and shape similarity
• new datasets from Mapillary (see tinyurl.com/vprice-challenge)

Fig. 8: Example scenes from the John Ericssons Väg sequence.
Despite different weather conditions (sunny vs. overcast) the
ConvNet landmarks allow for successful place recognition.

Fig. 9: With 100 landmarks, our proposed approach performs
better than the whole image ConvNet-based method of [41]
and OpenFABMAP [14, 7] on the Ericssons Väg sequence.

the images of the second traverse to the right, so that the
overlap between the images are 90%, 75% and 65%.

The results of this experiment are illustrated in Fig. 12.
Our proposed method based on landmark proposals and robust
ConvNet features (solid lines) again clearly outperforms the
whole-image based method (dashed lines) except for the ide-
alized case of 100% overlap. However, such a scenario is not
realistic for real-world applications. Fig. 12 illustrates how the
system can pick the same objects as landmark proposals across
changing environmental conditions, and match them between
images despite the changes in viewpoint and appearance.

E. Runtime Considerations
Like other state-of-the-art methods [26] the system in its

current stage is not capable of processing images in real time.
Finding landmark proposals using the Matlab implementation
of Edge Boxes [45] takes around 1.8 seconds per image on
a standard desktop machine. In addition, calculating a single
ConvNet feature up to layer conv3 requires approximately
15 ms using Caffe on a NVIDIA Quadro K4000 GPU.

In future work we will adapt the system so that only one
forward pass through the ConvNet is performed per image,

Fig. 10: Example scenes (top) and precision-recall plot (bot-
tom) for the Library dataset. This dataset was collected by a
mobile service robot roaming through the university library
both during the day and night.

Fig. 11: Top: Example scenes from the viewpoint evalua-
tion experiment: Daytime reference (left) and three translated
nighttime query scenes (right). Bottom: Results show our
proposed method is more robust than FAB-MAP [7, 14].

instead of one individual pass for each of the 100 landmarks.
This will result in a 100⇥ speed-up of the feature extraction.

F. Improving the Absolute Performance by Sequence Search
While single image matching performance can serve as a

good evaluation of performance, in many practical robotic
applications it is feasible to exploit the inherent temporal
information available to a navigating robot. Consequently we
replace the simple nearest neighbor search with a state-of-
the-art sequence search technique from [33], while keeping
the preceding parts of our approach. Performance improves
significantly even for short sequence search lengths of 6
images. Fig. 13 summarizes these results and compares the
vanilla single-image precision recall curves from above with
the results obtained by the addition of the sequence search.

V. CONCLUSION AND DISCUSSION

We have presented a novel place recognition system that
builds on state-of-the-art object detection methods and con-

Fig. 3: Results for the Gardens Point Campus dataset. We
clearly outperform the whole-image ConvNet-based method
proposed by [41] and OpenFABMAP [14].

Fig. 4: Two example scenes from the Gardens Point Cam-
pus dataset with extracted and matched ConvNet landmarks.
Notice the lateral camera displacement of several meters.

such as pedestrians. The dataset has been used in a number of
place recognition evaluations before (e.g. [41]) and is available
online2. Fig. 4 shows two example frames along with the
extracted and matched landmarks. When comparing to the
results obtained by the FAB-MAP [7, 14] and the whole-
image ConvNet based method of [41], we see in Fig. 3 that
our method outperforms both approaches significantly, coming
close to perfect performance.

B. Place Recognition with Viewpoint and Appearance
Changes – The Mapillary Dataset

These experiments introduce a new dataset exhibiting sig-
nificant changes in viewpoint and moderate changes in ap-
pearance. Mapillary3 is a crowdsourced alternative to Google
Street View. It is a collaborative photo mapping initiative that
allows users to upload sequences of GPS-tagged photos and
provides an API interface to download these sequences along
with their meta data. Since many roads have been mapped by
more than one user, Mapillary is an ideal platform to harvest
datasets for place recognition under every-day conditions. We
downloaded three sequences of images that exerted significant
viewpoint changes and make these available to the community
along with ground truth data. For example, the images of
the Berlin Kurfürstendamm (201 + 222 frames, 3 km) and
Berlin Halenseestraße sequence (157+67 frames, 3 km) have
been recorded by a bike rider on the bike lane and from the
upper deck of a tourist bus, or a dashboard camera in a car
respectively. This results in a large variation of viewpoint, as
can be seen in Figs. 1, 5, and 6. These figures also illustrate

2http://tinyurl.com/gardenspointdataset
3http://www.mapillary.com

Fig. 5: Examples of successfully matched scenes from the
Berlin Kurfürstendamm sequence of the Mapillary dataset.
Images in a row belong to the same place but have been taken
from different viewpoints, i.e. from the bike lane and from the
upper deck of a tourist bus. The colored boxes illustrate some
of the extracted and correctly matched landmarks.

some of the landmark proposals that were correctly matched
between the image pairs and demonstrate that the matching
process is robust against a reasonable amount of scaling,
occlusion, illumination changes, and perspective distortion.

As we can see from the precision recall plots in Fig. 7,
our proposed method outperforms the approach of [41] (us-
ing a single ConvNet feature over the whole image), FAB-
MAP [7] (utilizing the OpenFABMAP implementation [14])
and SMART [33] by a large margin. This underlines the
increased robustness against viewpoint changes.

The results also illustrate the effect of different parameters
on system performance. Using more landmark proposals (i.e.
100 instead of 50) leads to more accurate place recognition.
Performance also does not appear to drop significantly when
applying dimensionality reduction using Gaussian Random
Projections. The differently colored lines represent the exact
cosine distance over all 64,896 dimensions (red), and the
reduced feature spaces of 4096 (black), 1024 (green), and
512 (cyan) dimensions. As we can see, the performance
drops slightly with reduced dimensionality, but the difference
between the exact cosine distance and the reduced spaces
of 1024 and 4096 is marginal, especially when using 100
landmarks per image.

Another sequence (Malmö John Ericssons Väg, 221 + 378

frames, 4 km) from Mapillary contains only mild viewpoint
changes; both traverses were recorded from the same lane
on a road. However, the weather conditions between the two
recordings were very different, changing from a bright sunny
day to a murky overcast day with wet roads after a rain.
Fig. 8 shows two example scenes. In the results illustrated
in Fig. 9 we see that when using only 50 landmarks, the
performance is worse than the whole-image system of [41], for

Fig. 6: The images in the Berlin Halenseestraße sequence have
been recorded by a biker riding on the bike lane (left column)
and a dashboard camera in the front of a car (right column).
The changes in viewpoint are severe but our proposed method
is able to extract landmarks and correctly match them between
a large number of scenes.

both the exact cosine distance and the reduced feature space
of 1024 dimensions. When the number of landmark proposals
is increased to 100 the performance is superior to [41],
even when applying dimensionality reduction. Our approach
outperforms FAB-MAP [7, 14] for all tested parameters.

C. The Library Robot Indoor Dataset
In this experiment we evaluate our approach on a dataset

captured by a service robot in a public library. The robot
traversed the library once during the day and a second time
during the night. Appearance changes were induced by the
different external and internal lighting conditions, while people
and moved furniture caused structural changes. In contrast to
the previous datasets, this experiment is more realistic since
the robot did not revisit all places, i.e. there are true negative
non-matching scenes. Furthermore, the robot encounters many
weakly textured areas and large parts of the environment suffer

Fig. 7: Our proposed method outperforms the approaches
by [41] (blue solid), SMART [33] (blue dashed) and FAB-
MAP [7, 14] (blue dash dot) on the Berlin datasets. The pre-
cision recall curves compare the performance using different
parameters of our system.

from perceptual aliasing. The results and example scenes are
depicted in Fig. 10. Our approach again outperforms FAB-
MAP in this scenario.

D. Quantifying Viewpoint Robustness

a) Real World Scenes: To better quantify the robustness
to viewpoint changes, we systematically translate a camera in
a complex scene with both close and distant objects. We use
the image from the original position as the reference image
and move the camera sideways in 10 cm increments under
changed illumination conditions. The images from the changed
conditions are used as query images, i.e. we attempt to match
them with the original image. To make the experiment more
significant, we repeat it in 8 different scenes and add 678
unrelated indoor scenes to the dataset. Fig. 11 plots the average
accuracy over the sideways camera displacement. Our ap-
proach outperforms FAB-MAP [7, 14] under this combination
of appearance and viewpoint change.

b) Simulated Viewpoint Changes: For this experiment
we use 2289 images of the spring and winter season of the
Nordland train dataset (see [31] for an elaborate discussion of
the dataset) and crop them to half of their original width. We
simulate viewpoint changes between two traverses by shifting

Take Home Messages

1) mid-level ConvNet features are 

robust in changing conditions 

2) use as landmark descriptors

3) no training required, use 

general purpose networks
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